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SUMMARY 
In this paper non-linear dynamical system is controlled using a predictive control strategy. This control technique needs 

a model of the system, which can predict the output of the system. The non-linear identification can be done using neural feed 
forward model as a predictor. The predictive control strategy is based on the on-line optimisation of a cost function. The on-
line minimization is done using Levenberg-Marguardt algorithm by simulation language MATLAB. 
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1. INTRODUCTION 

Simulation is a commonly used technique to 
learn the behaviour of the system. When the 
mathematical model of a system cannot be derived 
with an analytical method then the only way is using 
the relationship between the input and output of a 
system. Fitting the model from the data is known as 
a identification of the system. For linear systems this 
technique is generally well known. Identification of 
non-linear systems is much more difficult. 

Neural networks can be a very useful 
mathematical tool to build a non-linear model 
between the input and output of a real system, [1], 
[2] and [6]. In this paper neural model is used as 
a predictor in a model predictive control strategy. 
This control strategy uses the predictions of the 
neural network  to forecast the future outputs of the 
system, [4] and [5]. 

Model based predictive control is an universal 
algorithm, because it can be used to control a whole 
range of difficult systems (non-minimum phase, 
non-linear,...). One of the most important advantages 
is the possibility to take into account the physical 
constraints of the real process, [3] and [7].  
 
2. THE NEURAL MODEL 

Identification of a linear system requires a 
model, which is written as equation (1). The linear 
model is configured by the three parameters n, m, d 
and the coefficients [ m1n1 b,...,b,a,...,a ], where n, m 
denote the numbers of delayed outputs and inputs 
respectively and d is time delay. The way that these 
parameters are interconnected is called the structure 
of the model.  
If 1kyÖ  is the output of the model, ku  and 

ky  are the input and output of the real process.        
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The feed forward serial-parallel neural model (2) has 
also the same three parameters n, m, and d but the 
relation between the input and output is more 
complex equation (3). 
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where 
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The neural model is totally defined by selecting the 
number of layers, the number of neurons in the 
hidden layers and the type of activation functions 
used in each layer. In this paper a neural net with 
only one hidden layer is used, f2 is a pure linear 
function and  f1  is a sigmoid function, [1] and [5]: 
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3. TRAINING NEURAL MODEL 
 

After selecting the model a proper training set 
N,...,1k,ky,ku  has to be selected. In this 

paper the training signal looks like a stair with 
different step weights. The neural model will be 
more accurate in the range of the training data; 
outside this training range the neural model will be 
less accurate. It is of great importance to know the 
working range of the real system. In the case of a 
linear system linear model is valid everywhere [1].  
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In this section the training of the weights  is 
discused. The calculation of the parameters 

1122 BWBW ,,,  is done by minimizing the function 
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Because the function V  is complex an iterative 
minimization method is normally used. The well-
known Back-propagation algorithm is a method, 
which moves the parameters  in the direction of 
the steepest gradient of V . The convergence 
speed of this method can be improved by using an 
adaptive learning rate and momentum, [5]. 
A faster and more interesting minimization 
technique is the Levenberg-Marquardt algorithm [3].  
When minimizing eqn. (4) using an iterative 
procedure, Levenberg proposes extending of eqn. (4) 
by adding a term (5), which is zero in the 
neighbourhood of a minimum. 
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k1k iii  is the displacement of the 

parameter i  during one iteration of the 
optimisation procedure. This method makes the error 
surface more convex in the neighbourhood of the 
minimum. The Levenberg-Marguardt method is 
based on the first order Taylor expansions of the 
equation (3) around an initial . 
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For a small , the second and higher order terms 
of the Taylor expansion can be neglected. After the 
substitution of the first order terms of (6) in (4), 
equation (7) is obtained. 
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where g is the gradient of the function V  and 

JJG T with J the Jacobian matrix of partial 

derivatives f . Remark that G  is not Hessian 

matrix of V  because the second derivatives of the 
equation (6) are neglected. 
The parameters ai are a kind of scaling where 
Marquardt recommended to take ai=1. A set is 

found by setting derivative V  equal to 

zero. Using eqn. (7) this derivative is approximated 
by eqn. (8): 
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A set of weight changes is founded by solving 
the equation (9) 
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This algorithm is implemented in the Neural 
Toolbox of simulation language MATLAB. A is 
found by increasing  by multiplying with a 
constant until VV . It can be proved 
that there exist a  so that VV . The 
choice of the initial and the other parameters have 
to be set by the users. A good estimation of the 
initial value of is given by [3]: 
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The convergence speed depends not only on the 
training set but also on the initial weights. 
 
The input weights. Because f1 is sigmoid function, 
the method in this paper is rescaling 11 B,W  by the 
same scale factors used to map the data into region 

1,1 . We suppose that the collected data starts 
from a working point close to regime so 0uureg

and .0yyreg  Let regmax uuabsmaxu  and 

regmax yyabsmaxy . So using eqn. (11) will 
map the input and output data in to the region 1,1  
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Using eqn. (11) new initial weights *

1
*

1 ,BW  can be 
calculated by (12) and (13): 
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The output weights. Because  the activation function 
f2  in the output layer is a linear function the same 
technique as for the input weights  W1, B1 can be 
used. Let  W2, B2 are matrices with random values in 
the range 1,1 . The initial values **, 22 BW  can be 
derived by using (14) 
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4. VALIDATION OF THE NEURAL MODEL 

After training the neural model has to be 
evaluated. We used two types of validation tests by 
[1], [5].  
A correlation test is based on known correlation 
criterias. If the neural net succeeds in all these tests 
it is accepted as a good model of the non-linear 
system.  
A what-if test is time-validation test in which the 
output of the neural net is compared to the output of 
the system for an input signal, which is different 
than the input signal used for training, [5]. 
 
5. MODEL BASED PREDICTIVE CONTROL 

When a neural predictor is trained and validated 
the system can be controlled used different control 
algorithms. In this paper we used the Model based 
predictive control strategy (MBPC). MBPC is a very 
powerful control algorithm, which can control a 
whole range of difficult controllable systems (non-
minimum faze, large dead-time, non-linear«).  The 
neural parallel model (15) can be used to predict the 
output of the system 
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The prediction model (16) is the neural model plus a 
noise model 
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The control action ku  on the moment  k  is 
derived by minimizing the eqn.(17)  w.r.t.  u: 
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with    
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and 
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N2 and N1 determine the coincidence horizon, Nu is 
a control horizon,  is the weight for control 
sequence and 1Nku,...,1ku,kuu u . 
The equation (19) generates the reference trajectory 
and kw  is the setpoint of the control loop at time 
k. Minimization of uJ  is done using learning the 
Levenberg-Marquardt algorithm. Calculation of the 

Jacobian 
u
J  is described in [7]. 

5.1 Example of Neural MBPC 
 

In this section we used SISO process to illustrate 
the possibilities using Neural Model Based 
Predictive Control (NMBPC). 
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The structure of the neural net was set as a feed 
forward neural net with 10 neurons in the hidden 
layer, a lagged output vector n=3 and a lagged input 
vector m=2. The activation function in the hidden 
layer is logsig function and in the output layer a 
linear function was selected. 
During the training the value of Vmin was set to 1e-5 
and the maximum training epochs were set to 500. 
There are in Fig.1 plotted the input and output 
signals, which were used to train the neural net by 
simulation scheme in Fig.2. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  The input and output training signals 
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Fig. 2  The simulation scheme for collection of the 

training data 
 

The neural net was trained with the Levenberg-
Marquardt training algorithm. The training was 
stopped after 500 epochs and the value of the sum-
squared error was 008224.0es . Model is 
validated using time-validation test on Fig.3. It is 
clear that neural model is accepted by this test. 
 
 

 

 

 

 

 

 
Fig. 3  Validation of the neural model 

 
The parameters of NMBPC are set ,5N2

40. , 2Nu . The discrete pole  of the 
reference system was set to 0.6. This example shows 
real power of the neural modelling and predictive 
control strategy (Fig.4). 
 

 

 

 

 

 
 

 
 

 

 
     

Fig. 4 The predictive control of the non-linear 
system 

6. CONCLUSION 

In this paper is given a description of a neural 
model based predictive control strategy for non-
linear system. Simulations in language MatLab-
Simulink and Neural Toolbox were illustrated by 
SISO version of dynamical system. The cost 
function of the MBPC was minimized using the 
Levenberg-Marquardt algorithm. This reduces the 
optimisation time in comparison with a gradient 
descent method. 
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