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ABSTRACT 
This paper provides approaches for day-ahead electricity price forecasting together with problems existing in this field mainly 

with nonlinear character of modelation. The fundamental model by using neural networks is shown and output results are presented, 
for example, failure of the model. Comparison with already existed models and other approaches for prediction of electricity prices 
are mentioned and carried out in this article. As evidence of the correct function of this method difference between real results of the 
spot market  and  output of the model is presented. 
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1. INTRODUCTION 

Nowadays, world energy sector is impacted by 
economic crisis as reaction on the problem of the EU and 
its members. During this time world leaders of the energy 
sector concentrate on the improvement of their own 
internal company´s processes and cost-effectiveness. 
More than ever before energy leaders are focused on the 
maximalization of their benefits and try to avoid further 
market volatilities. They are not interested only 
in conventional margin benefits, from the sale of the own 
generation but they want to find a new market opportunity 
and improve its own optimization.  

As a tool, which can help  a company to save money 
and bring benefit to their budgets is creating new 
prediction models for better expectation of the wholesale 
market prices as a place where the big energy leaders sale 
their own production. The market participant can use  
the model not only for exact price prediction but it can 
bring other benefits for a bidding purposes, market 
expectations and scale down financially risky decisions 
[12]. 

We can separate price forecasting into the several 
categories according to their specific features 
and delivery/receipt time – intraday (trading date same 
like delivery/receipt date), short-term (week and day-
ahead trading), midterm (months trading) and long term 
(calendars trading). This scientific work is focused 
on electricity price prediction of the day-ahead market. 
There are several possible methods for the day-ahead 
electricity price forecasting with different mathematical 
approach. The first group of methods is based on the 
calculation of the marginal generation costs. New rules 
(REMIT) intend to make the EU’s wholesale gas 
and power markets more transparent and secure. 
Therefore, this approach could be more significant. This 
principal has entered into force on the end of the last year 
and can partly help with troubles in mentioned method, 
which requires really accurate data for correct prediction. 
Second group of methods is based on working with 
aggregated supply and demand curve. The third approach 

uses simple statistical calculations – regression, which 
is used in combination with the others influences on the 
resulting price forecast like historical similarities among 
days. All above mentioned approaches are not that 
accurate for a wider use in practise. The reason is simple, 
they does not consider nonlinear problem, which occurs 
in these cases and try to solve this problem by linear 
models. 

In this article, we focus on the prediction model based 
on the fundamental approach. The neural networks are 
used for limiting nonlinear problems of the classic models. 
The model is proposed for conditions of the European  
Energy Exchange (EEX) and fully uses data, which are 
available on the webpage of the EEX (published bids and 
offers). 

2. BASIC DESCRIPTION OF THE MODEL AND 
VARIABLES FORMULATION 

We have to mention basic assumptions for model 
proposal. The model is composed of three separated parts 
illustrated on the Fig.1. The core of the model has 
fundamental character based on the four selected 
fundamentals - solar radiation, wind production, 
consumption and source availability. These fundamentals 
are transferred on the one same power unit [MW/h]. Data 
are published directly on EEX webpages. Furthermore, we 
consider that market price on day+1 corresponds with bid 
and offer curves´ shapes of the previous or other similar 
day (different scenarios for weekdays, workdays, 
peekload, offpeak). It can be said, that day+1 price is 
changed proportionately to fundamentals´ change 
calculated according Eq.1 (expressed in [MW/h]). New 
price is obtained from subsequent application of the 
resulted ∆𝑃𝑖  on similar curve (Fig.2). 
  The most tricky matter is calculation of variables 𝑐𝑥, 
which are used in Eq.1. We can imagine these variables 
also as weights for all fundamentals, which express 
fundamental influence on the resulted power deltas. This 
is the most difficult part of whole modelation regarding to 
nonlinear character of the problem and dynamic change of 
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the production from the renewable sources. For a 𝑐𝑥 
calculation we can use either clearly statistical approach 
or approach that uses neural networks, which is also the 
main topic of this scientific work.  

Statistical approaches calculate 𝑐𝑥 by solving linear 
regression according to Eq 2, 3, 4, 5, where the right side 
of each equation is sum of the fundamental changes 
against previous or other similar day (wind, solar, 
availability, consumption) multiply by associated 
coefficient and left sides are resulted deltas between two 
neighboring days expressed in power unit [MW/h].  

Other possible statistical approaches are different only 
in the formulation of the right side of the Eq.1. Increase in 
production from the renewable sources encourages to take 
this fact into account and modify Eq.1 into new 
exponential form, which considers only two fundamentals 
(wind and solar production) as  main parts for power delta 
calculation (Eq.6).  

As it has been said, the main goal of this scientific 
paper is using the neural network as forecasting tool..  

 
∆𝑃𝑖 = ∆𝑊𝑖 ∙ 𝑐𝑊𝑖 + ∆𝑆𝑖 ∙ 𝑐𝑆𝑖 + ∆𝐴𝑖 ∙ 𝑐𝐴𝑖 + ∆𝐶𝑖 ∙ 𝑐𝐶𝑖        (1) 
 

∆𝑓 = ��
𝑓1(𝑥1) ⋯ 𝑓𝑘(𝑥1)
⋮ ⋱ ⋮

𝑓1(𝑥𝑛) ⋯ 𝑓𝑘(𝑥𝑛)
�� = �

∆𝑓1,1 ⋯ ∆𝑓1,𝑘
⋮ ⋱ ⋮

∆𝑓𝑛,1 ⋯ ∆𝑓𝑛,𝑘

�  (2) 

 
{∆𝑝} = {∆𝑃1  ∆𝑃2  …  ∆𝑃𝑛}𝑇       (3) 
 
{𝐶} = {𝑐1  𝑐2  …  𝑐𝑘}𝑇            (4) 
 
𝐶 = ∆𝑓   \  ∆𝑝 (𝑀𝑊

ℎ
;−, 𝑀𝑊

ℎ
) 𝑘 < 𝑛      (5) 

Letter k presents number of fundamentals (k=4) and letter n 
is number of samples. 

∆𝑃𝑖 = ∆𝑊𝑖 ∙ 𝑐𝑊𝑖 + ∆𝑊𝑖
2 ∙ 𝑐𝑊2𝑖 + ∆𝑆𝑖 ∙ 𝑐𝑆2𝑖 + 

+∆𝑆𝑖2 ∙ 𝑐𝑆𝑖 + 𝑐0𝑖                     (6) 
 

 
 

Fig. 1  Basic concept of the prediction model 

3. FEED-FORWARD NEURAL NETWORK 

Neural network (NN) is applied for calculation of 
vector ∆p. Therefore, it is necessary to choose a correct 
type of the NN. Moreover, the architecture, topology, 
inputs, propagation function and way for learning have to 
be determined. According to the literature [1] and [2], 
where the individual types of NN are explained and 
demonstrated, the feed-forward NN with back-
propagation learning was chosen. This network type is 
characterised by interconnection strengths known as 
synaptic weights, which are used to store the knowledge 
and integration of the multilayer composition. The 
structure of the back-propagation NN is shown on  
(Fig. 3) together with an example of weights calculation 
inside the net.  

In general, two types of the learning principles of NN 
are known. The first type (with “teacher”) is characterised 
by existence of the input and output (= targets) set. The 
output of the output layer is compared with the target 
output values (target values are these that we attempt to 
teach our network). The error between actual output 
values and target is calculated and propagated back 
toward hidden layer. This is called the back-propagation 
pass of the back propagation algorithm. The error is used 
to update the connection strengths between nodes (weight 
matrices are updated as well). The second type requires 
only input samples set, where, in general, the structure of  
all variables and characteristic measurements is contained 
(variables in bar and measurements or samples in the 
rows). Both of them are used for different application, the 
learning with teacher is used for prediction purposes, 
learning without teacher mainly for sorting of unknown 
input data set.  

The back-propagation learning, which was selected as 
teaching tool of our NN, is separated into three 
characteristic periods – initialize the weights and biases, 
train and validate the NN. After completion of these three 
procedures the proposed NN is prepared. 

3.1. Price curves 

Furthermore, the above mentioned delta vector {∆p}  
is applied to the price curves of the appropriate (= 
„similar“) day. In order to get the price curves, the own 

Fig. 2  Daily Bid&Offer curves shifting (price forecast) 
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matching process of EEX is necessary to simulate the 
establishment of the clearing price and power. The chart 
of the single demand and supply curves, where 
intersection of both curves shows clearing price and 
amount, is presented on Fig. 2. 

The interconnection points of the bid and offer curve 
are found gradually by calculating the difference between 
bid and offer curves for associated price. The procedure 
starts from the lowest price of the bid curve, where 
volume difference is bigger, then the price increases in 
each iterration and new differences are calculated. The 
end of whole calculation is just when difference between 
bid and ask curve for chosen price is equal to zero or 
approximately zero. Then we can say that the clearing 
price and volume were found. 

3.2. Delta application 

For the final estimation of the day-ahead price forecast 
the vector {∆p} has to be applied on the simulated price 
curves. The bid curve is shifted about associated delta. In 
the intersection of the shifted bid curve and old offer 
curve the new predicted price lies. In general, we assume 
that the price curves between two subsequent days are 
similar and that volume deltas (increase or decline) can be 
expressed by deltas fundamental. In addition, we can 
calculate sensitivity of the predicted price on the inserted 
bid volume. In other words, we can artificially increase 
bid volume (± 1000MW) and then simulate new matching 
process with an old offer curve. These two displayed 

curves are significantly useful from the trading view and 
express how reliable our forecast is. When the spread 
between curves ± 1000MW is tight, there is probability 
that predicted forecast is very reliable, however wider 
spread between  ± 1000MW curves marks unlikely and 
unreliable price prediction (usually during morning off-
peak hours). 

4. SELF-ORGANIZING MAPS (SOM) 

In classic feed-forward model the neural network is 
trained on the variable data set, where variance of input 
data is wide. The first idea was to separate one big 
training set into more smaller sets, where samples would 
be more similar to each other and value variance would be 
lower. Therefore, the SOM was chosen as a way for future 
development of designed model.  

The self-organizing map is really useful tool for data 
clustering and its advantage is simplicity. The SOM 
consists of the individual neurons, which are deployed 
into topology (one, two or more dimensional grid).  

Training of this type of the neural network is realized 
according to the following procedure. Firstly, the input 
patterns are entered, then the calculation of the distance 
between every neuron in topology and entered pattern is 
made (Eg.7). One neuron becomes active, namely neuron i 
with the shortest calculated distance (Eg.8). The neuron 
centers are moved within the input space according to the 
rule in Eg.9, 
 
‖𝑖𝑛𝑝𝑢𝑡 − 𝑐𝑘‖ = ∆𝑘  ,   𝑘 = 1 ÷ 𝑛                                   (7) 
 
‖𝑖𝑛𝑝𝑢𝑡 − 𝑐𝑖‖ ≤ ‖𝑖𝑛𝑝𝑢𝑡 − 𝑐𝑘‖ ⩝ 𝑘 ≠ 𝑖                          (8) 
 
∆𝑐𝑘= 𝜂(𝑡). ℎ(𝑖, 𝑘, 𝑡). (𝑖𝑛𝑝𝑢𝑡 − 𝑐𝑘)                                 (9) 
 
where the values ∆𝑐𝑘  are simply added to the existing 
centers. The last factor (𝑖𝑛𝑝𝑢𝑡 − 𝑐𝑘) shows that the 
change in position of the neuron k is proportional to the 
distance to the input pattern and the timely dependent 
learning rate 𝜂(𝑡). The topology function ℎ(𝑖, 𝑘, 𝑡) 

Fig. 3  Back-propagation 

Fig. 4  Mean absolute average error (MAPE) 
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describes the neighbourhood relationships in the topology. 
It can be any unimodal function reached maximum, when 
𝑘 = 𝑖. This procedure repeats for all patterns in the trading 
set.  

The proposed model uses SOM for separation the big 
trading set for learning the feed-forward network into 
smaller groups. All of these groups occur new smaller 
traning set for new more accurate feed-forward neural 
networks. Pattern for SOM is input vector consisting of 48 
hourly values of the renewable sources production per day 
(24 hours solar and 24 hours wind production). 

5. RESULTS 

Results of the EEX day-ahead market were used to 
examine the accuracy of the forecast. The mean absolute 
percentage error (MAPE) is considered here to evaluate 
the performance of the forecast results. MAPE represents 
the average prediction error between prediction 𝑃𝑓 and 
actual targets 𝑃𝑟  (Eq.10).  

 

𝑀𝐴𝑃𝐸 = �1
𝑇
∑ �𝑃𝑓−𝑃𝑟�

𝑃𝑓
𝑇
𝑡=1 � . 100%     (10) 

Table 1  Comparison of the daily MAPE 

TESTED WEEK (25.9. - 1.10.2012) 

DATE 
DAILY 
MAPE 

MAX. 
MAPE 

MIN. 
MAPE ERROR 

25.9.2012 20,3% 87,38% 1,32% 6,56 € 

26.9.2012 10,0% 32,81% 1,90% 4,75 € 

27.9.2012 5,7% 13,19% 1,31% 3,55 € 

28.9.2012 3,6% 12,05% 0,03% 2,06 € 

29.9.2012 4,2% 16,03% 0,15% 2,47 € 

30.9.2012 4,4% 17,08% 0,14% 2,34 € 

1.10.2012 7,4% 17,16% 0,13% 3,84 € 

WEEKLY AVG 7,9% 27,96% 0,71% 3,65 € 

Fig. 4 shows comparison between model forecast and real 
prices published by EEX. After the trial operation of the 
model we can claim that price forecast is relatively 
reliable (MAPE lies in interval 0÷10%) for days with 
lower fundamental change of renewable sources. We tried 
to separate this problem by using SOM neural network. It 
helped us to cluster data into more similar groups. But we 
had not enough samples for correct training of all groups. 
This method is still under development. Despite the  lower 

amount of the samples the new method had already shown 
better results, when dynamic fundamental changes had 
occurred.  

Next, using the confident interval, which we got by 
increasing a decreasing the bid volume about ± 1000MW, 
is really useful. Back-testing showed that real price lies 
within this interval with 95% probability. Width of this 
interval represents the price sensitivity. On the Fig.5 is 
showed day forecast with ± 1000MW border together with 
sensitivity corridor around the forecast curve. We can 
observe that change of the confidence interval is huge and 
it is associated with market liquidity (Tab.2). 

Table 2  Price forecast with confident interval 

24.4.2012 
HOURS M_V1 +1000 -1000 CONFIDENT 

1 51,92 47,26 63,99 16,73 
2 42,90 41,05 47,35 6,30 
3 37,14 34,04 41,05 7,01 
4 35,30 32,90 40,20 7,30 
5 34,13 28,00 36,95 8,95 
6 39,17 35,04 42,07 7,03 
7 53,07 42,17 61,60 19,43 
8 57,94 52,10 63,22 11,12 
9 67,00 59,11 82,55 23,44 
10 70,06 59,43 89,90 30,47 
11 58,07 55,82 65,72 9,90 
12 65,31 61,81 79,68 17,87 
13 70,17 63,14 89,96 26,82 
14 64,46 58,52 76,08 17,56 
15 60,61 53,66 64,85 11,19 
16 52,93 47,69 58,87 11,18 
17 51,54 47,05 54,78 7,73 
18 53,51 47,17 62,13 14,96 
19 63,08 57,68 70,07 12,39 
20 61,01 57,56 72,63 15,07 
21 56,79 48,37 60,10 11,73 
22 49,90 43,59 57,95 14,36 
23 50,80 43,74 59,26 15,52 
24 39,95 35,57 42,02 6,45 

 

6. CONCLUSIONS 

Four different scenarios (weekend, workday, holidays, 
Monday) can occur in accordance to the similarities 
among daily price curves. These scenarios were 
discovered by back-testing of the proposed model. 
Aggregated curves are considered as price curves of all 
bids and offers on the EEX, which are published every 
day on the webpage of this institution. Whole curve is 
shifted according to calculated power deltas for selected 
day and discovers new clearing price. This is performed 
for every hour of the day by using calculated delta, which 
respects the fundamental change. The entire price curves 
of the day can be subsequently plotted by simple 
connection of these prices. Feed-forward NN allows to 
predict with very high reliability but its net using is 
restricted by boundary condition. It means high 
fundamental deltas, which NN could not learn by training 
period or simply these deltas have never happened before.  
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