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ABSTRACT
Sentiment analysis in the minor languages, such as Slovak, using dictionary approach is a difficult task. It requires a lot of human

effort and it is time-consuming to prepare a reliable source of information, especially good dictionary. We propose an approach which
uses a biologically inspired algorithm to find optimal polarity values for sentimental words. It applies a swarm intelligence algorithms,
standard Particle Swarm Optimization (PSO) and Bare-bones Particle Swarm Optimization (BBPSO), to replace a human annotator
at the moment of dictionary creation. We created two dictionaries, which were annotated by the human annotator, PSO and BBPSO.
These dictionaries were compared with the result that the versions annotated by PSO and BBPSO outperformed a human annotator.
Then a combined approach was used to classify reviews that do not contain words from the dictionary. These reviews decrease the
classification performance significantly. The combined approach implements machine learning method to build a model based on the
reviews classified by the dictionary approach. The combined approach finally reduced a number of unclassified reviews from 18% and
40.2% to 0.3% and increased the macro-F1 measure from 0.694 and 0.495 to 0.865 and 0.841.

Keywords: sentiment analysis, dictionary approach, automatic dictionary annotation, particle swarm optimization, bare-bones parti-
cle swarm optimization

1. INTRODUCTION

The social web produces a huge amount of data ev-
ery day which are very difficult to process manually.
Several approaches, including machine learning approach,
dictionary-based approaches and deep learning approaches
were proposed to process the data automatically. The ap-
proaches which are used for sentiment analysis, aim to
distinguish between positive or negative (sometimes also
neutral [5]) opinions, emotions or wishes towards sub-
jects such as products, movies or people. Machine learn-
ing approaches based on well-known machine learning
algorithms such as Naı̈ve Bayes classifier, Support Vec-
tor Machines, Maximum Entropy or k-Nearest Neighbors
[7, 17, 22] are used to assign a positive or a negative polar-
ity to the reviews. They require a labeled training dataset to
learn models, that can be applied on a testing dataset. Deep
learning methods use Neural networks to discover new fea-
tures and new information from the current data [18, 23].
Lexicon based approaches usually use lexicons, which con-
tain polarity words. The strength of polarity which is as-
signed to each word from dictionary, indicates how strong
is the word correlated with positive or negative polarity.

All these methods require any source of external knowl-
edge. Machine learning algorithms require an annotated
dataset to train the sentiment classifier and to build the
model. Deep learning methods require an annotated dataset
too. On the other hand, dictionary-based approaches re-
quire an annotated dictionary which contains sentiment
words with assigned polarity. These data provide all nec-
essary information for sentiment classification. But this in-
formation is very unbalanced across different languages.
There are languages such as English, in which a lot of
previous work has been done and they provide many re-
sources. However, the annotated sources of information
in minor languages are rare and it is not a simple task to
create them manually. In this paper, we focus on adapting

sentiment analysis from English to Slovak. The Slovak lan-
guage belongs to the group of Slavic languages (with Czech
language and Polish) and it has a rich morphology. A com-
bined approach integrates dictionary approach and machine
learning method to create more flexible approach.

This paper focuses on adapting sentiment analysis from
English to Slovak using automatic dictionary annotation
and integration of dictionary-based approach and machine
learning method. Particle Swarm Optimization (PSO) [12]
is used to find optimal values of the polarity for words in
the dictionary. It is a challenging task to adapt a dictio-
nary from a major to a minor language (a language which
is not commonly used) such as the Slovak language. It re-
quires a lot of human efforts and it is also time-consuming
to translate and label all words in a new dictionary. To as-
sign correct polarity values, more annotators are needed,
because the polarity values are often biased by individual
preferences of annotator. The automatic translation can not
be used directly. Translated words can have more than one
sense and they might have a different polarity than the orig-
inal word. The translated dictionary has to be annotated
again. We decided to replace a human annotator by PSO in
the annotation stage.

In some cases, a new dictionary might not cover all
sentiment words in the target language. Hence some re-
views in the target language will not be classified. To solve
this problem, we implemented a combined approach which
consists of the combination of dictionary approach and ma-
chine learning. It uses the dictionary to classify all reviews
in the dataset. Then dataset is split into two subsets, the sub-
set classified by dictionary approach and unclassified sub-
set. Classified reviews are used as a training dataset for ma-
chine learning method. Then the trained model is applied
to unclassified reviews. We implemented Naı̈ve Bayes clas-
sifier to build a model and classify unlabeled reviews. It is
a simple classifier based on probability theorem with good
results for sentiment analysis.
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This paper is organized as follow. Section 2 briefly de-
scribe dictionary-based approaches and summarizes the re-
lated work in the field of sentiment analysis using different
types of methods. Section 3 introduces PSO and its modifi-
cation, which were used in our approach and section 4 de-
tails our combined approach. Section 5 analyzes achieved
results and section 6 summarizes the contributions of the
paper.

2. RELATED WORK

2.1. Dictionary-based approach

Dictionary-based approaches usually apply sentiments
dictionaries to classify reviews into positive or nega-
tive class respectively. These dictionaries can be gen-
erated in three ways, manually, automatically and semi-
automatically. Manually generated dictionaries are more
accurate and usually involve only single words. They are
often translated from another language or collected from
the corpus. The value of polarity is copied from the origi-
nal dictionary or assigned manually. The advantage is that
all words in these dictionaries are related to the sentiment.
However, this approach requires a lot of human effort and it
is time-consuming. Manually created dictionaries separate
words into positive and negative groups [14] or provide also
additional lists of words such as shifters (words that can
change polarity) [20], [10]. Warriner lexicon [25] or Mikula
lexicon [13] provide a value of polarity to each word. Auto-
matically generated dictionaries require less human effort.
They assign values of polarity based on relations between
words in existing dictionaries e.g. WordNet1. SentiWord-
Net [1] contains automatically annotated WordNet synsets
according to their degrees of positivity, negativity, and neu-
trality. In the WordNet-Affect [19], an emotional values
were added to each WordNet synset. SenticNet [2] includes
commonsense knowledge, which provides background in-
formation about words. The main weakness of automati-
cally dictionaries is that they might contain words without
polarity or incorrectly assigned polarity. For this reason, the
semi-automatic generation of dictionaries was introduced.
It creates dictionaries automatically and checks them man-
ually.

2.2. Evolutionary computation

There are several works which used evolutionary com-
putation in text classification. Genetic programming was
applied to find new term-weighting schemes in work [6].
The schemes were used to improve classification perfor-
mance. The standard term-weighting schemes were com-
bined with new term-weighting schemes which are more
discriminative and they were created by the genetic algo-
rithm. In work [8], Particle Swarm Optimization was ap-
plied to find the most useful features which were added
as an input for the framework based on Conditional Ran-
dom Field. PSO was also used to select features and com-
bine them with Support Vector Machines to classify reviews
in [3]. In our paper, PSO learns a group of numbers, which

represents the values of polarity for specific words in the
dictionary.

3. BASIC IDEA OF PSO

3.1. Standard PSO

Particle Swarm Optimization is an optimization algo-
rithm which is inspired by birds flock. PSO faster con-
verges to the final solution than genetic algorithm and each
particle stores knowledge about its best solution. The pos-
sible solutions are called particles. Particles are parts of
the population called swarm. Each particle keeps its best
position (evaluated by the fitness function) called pbest.
The position of the best particle chosen from the whole
swarm is called gbest. The standard PSO consists of two
steps: change velocity and update position. In the first
step, each particle changes its velocity towards its pbest
and gbest [9]. In the second step, the particle updates its
position. A new position is calculated based on previous
position and a new velocity. Each particle is represented
as a vector in a D-dimensional space. The i-th particle can
be represented as Xi = (xi1,xi2, . . . ,xiD). The velocity of
the i-th particle is represented as Vi = (vi1,vi2, . . . ,viD) and
the best previous position of the particle is represented as
Pi = (pi1, pi2, . . . , piD). The best particle in the swarm is
represented by the g particle w is an inertia weight which
balances the tends between exploration and exploitation
abilities of the particles. The velocity and position are up-
dated using the following equations 1 and 2.

vt+1
id = wvt

id + c1rt
1(pt

id− xt
id)+ c2rt

2(pt
gd− xt

id) (1)

where:
vt+1

id . . . is a new velocity of the i-th particle in d-th dimen-
sion in t+1-th iteration
w . . . is an inertia weight
vt

id . . . is a velocity of the i-th particle in d-th dimension in
t-th iteration
c1 . . . is a self-confidence factor
r1 . . . is a uniformly distributed random value in [0,1]
pt

id . . . is a pbest (personal best) position of the i-th particle
in d-th dimension in t-th iteration
xt

id . . . is a current position of the i-th particle in d-th dimen-
sion in t-th iteration
c2 . . . is a swarm confidence factor
r2 . . . is a uniformly distributed random value in [0,1]
pt

gd . . . is a position of the gbest particle in d-th dimension
in t-th iteration

xt+1
id = xt

id + vt+1
id (2)

where:
xt+1

id . . . is a new position of the i-th particle in d-th dimen-
sion in t+1-th iteration
xt

id . . . is a current position of the i-th particle in d-th dimen-
sion in t-th iteration
vt+1

id . . . is a new velocity of the i-th particle in d-th dimen-
sion in t+1-th iteration

1http://wordnet.princeton.edu/
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d = 1,2, . . . ,D, and in our system D represents the number
of dimensions which corresponds to the number of words in
the dictionary, i = 1,2, . . . ,N, and N is the number of parti-
cles in the swarm, t = 1,2, . . . , denotes the iteration number.
Two numbers r1, r2 are uniformly distributed random val-
ues in [0,1] which avoid the falling down in local optima.
c1 and c2 respectively are important parameters, known as
the self-confidence factor and the swarm confidence factor
respectively. They define a type of trajectory the particle
travels, so they control the searching behavior of the parti-
cle [4]. The stopping criteria of the algorithm often depends
on the type of problem. In practice, PSO runs until a fixed
number of iterations is done or an error bound is reached.

3.2. Bare-bones PSO (BBPSO)

The standard PSO uses pbest and gbest to update the
position of the particle. The impact of these values was
studied in [11]. In this work, pbest and gbest were set as
constants and the trajectories of the particles were investi-
gated. They were plotted and the obtained histogram had a
shape of the tidy bell curve with a center between pbest and
gbest. From the results, it was suggested that trajectory can
be determined by the difference between pbest and gbest.
So these positions can determine the particle’s movement.
Based on the results a new PSO method called Bare-bones
PSO (BBPSO) was derived. This model of PSO is based on
Gaussian distribution N (µ,σ) with the mean µ and stan-
dard deviation σ as shown in Eq. 3.

xt+1
id =

{
N (µ,σ), rand()< 0.5
pt

id , otherwise
(3)

where:
xt+1

id . . . is a new position of the i-th particle in d-th dimen-
sion in t+1-th iteration
pt

id . . . is a pbest (personal best) position of the i-th particle
in d-th dimension in t-th iteration

µ is the center of pbest and gbest, and σ is the absolute
difference between pbest and gbest. The rand() function is
used to speed up convergence by retaining the previous best
position pbest.

4. PROPOSED METHOD

We created two dictionaries to analyze sentiment using
dictionaries. The first dictionary (big dictionary) was trans-
lated from English. It was manually extended and contains
domain depended words (the meaning of the word depends
on the domain). For this reason, we decided to create a
new dictionary (small dictionary). It is expected that this
dictionary is domain independent because it was extracted
from six English dictionaries and only domain independent
words are included in all dictionaries. Dictionaries were an-
alyzed and only overlapping words from all of them were
picked up. The dictionary size is smaller than the size of
the big dictionary which is also important. The number of
particles in our PSO implementation depends on the size of

the dictionary and it influences the time needed to find an
optimal solution.

For each dictionary, three versions were generated. The
first version was annotated manually by a human annota-
tor, the second version was annotated by PSO, and the third
using BBSPO. Then, all versions were used for sentiment
analysis in the Slovak language.

To adapt to the target language, the combined approach
was used. It combines dictionary-based approach and ma-
chine learning method. In our work, we decided to apply
Naı̈ve Bayes classifier, which is a simple probabilistic clas-
sifier with good results in sentiment analysis.

4.1. Big dictionary

The big dictionary was derived from an English dictio-
nary. The original dictionary [10] consists of 6789 words,
including 13 negations. We translated only positive and
negative words. Synonyms and antonyms from the Slovak
thesaurus were found for each original word. The thesaurus
was also used to determine intensifiers and negations. The
big dictionary consists of 598 positive words, 772 negative
words, 41 intensifiers and 19 negations. The first version
of this dictionary was annotated manually. The range of
polarity from -3 (the most negative word) to +3 (the most
positive word) was chosen as a polarity values.

For each word in the dictionary, the English form was
searched by a double translation. ”Double translation”
means that each word was translated into English and then,
it was translated back to Slovak. In case, that the word had
the same meaning before and after translation, the English
form of the word was used.

4.2. Small dictionary

The second dictionary (small dictionary) was derived
from the six different English dictionaries used in works [2,
10,15,16,21,24]. The comparison of these dictionaries can
be seen in Table 1. The English dictionaries were analyzed
and only overlapping words were picked up to a new dictio-
nary. To translate these words to Slovak, the English trans-
lations from the big dictionary were used. The overlapping
words were found and their Slovak forms were added to the
dictionary. A new lexicon contains 220 words, including
85 positive words and 135 negative words. Intensifiers and
negation were not added because they were not included in
all original dictionaries. The first version of the dictionary
was annotated manually with a range of polarity from -3 to
3.

Table 1 The comparison of dictionaries used for creation of the
small dictionary.

Dictionary Pos. Neg. Intens. Opos.
Hu and Liu dic. [10] 4783 2006 - 13
Taboada lexicon [21] 2535 4039 219 -
SenticNet 4.0 [2] 27405 22595 - -
AFINN [16] 878 1598 - -
Sentiment140 [15] 38312 24156 - -
SentiStrength [24] 399 524 28 17
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4.3. Annotation by PSO

Another two versions of the dictionaries were annotated
by PSO and BBPSO, respectively. PSO is an efficient, ro-
bust and simple optimization algorithm which has been suc-
cessfully applied to optimizing various functions.

During evolutionary process, each particle represents
one sub-version of dictionary and can be encoded as a
vector Xi = (xi1,xi2, . . . ,xiD) where xi j ∈ {−3,3}, i =
1,2, . . . ,N where N is the number of particles and j =
1,2, . . . ,D where D denotes the number of words in a dictio-
nary. The particle size depends on the size of the dictionary.
From the big dictionary, only positive and negative words
were used, thus the particle size is 1370 polarity values.
The particle that represents the small dictionary has size of
220 polarity values. The designed approach is shown in
Figure 1.

PSO Dictionary approach

Start

Generate initial 
population

Run fitness funcion

Update fitness 
function

Better than gbest or pbest?

Update gbest or 
pbest

Update velocity and 
position of pacticles

Maximum iteration  
number reached?

Stop and obtain optimal 
parameters

End

Yes

Yes

No

No

Classify

Calculate fitness 
function

Fig. 1 Overview of the system.

4.3.1. The standard PSO method

The main idea of using PSO is to find an optimal value
of polarity for each word. The position of the particle rep-
resents one potential solution, which can be represented as
a vector with D-dimensions corresponding to the size of
the dictionary. The initial population is generated randomly
and then PSO algorithm is applied. The algorithm evaluates
each particle based on the fitness function, sets up pbest for

each particle and searches for the gbest. In the next iter-
ation, a velocity of each particle is calculated based on its
pbest and gbest, and the position of the particle is updated.
The particle is evaluated again and pbest and gbest are up-
dated. This process runs until a fixed number of iterations
is done.

For experiments with standard PSO, the following pa-
rameters were used:

• inertia weight = 0.729844

• number of particles = 15000

• number of iterations = 100

• c1 = 1.49618

• c2 = 1.49618

• max velocity = 2

4.3.2. The BBPSO method

The main idea of using BBPSO is also to find an optimal
value of polarity for each word. In contrast to the standard
PSO, Bare-Bones PSO uses pbest and gbest to calculate
mean and standard deviation for Gaussian distribution. It
also randomly initiates the first population, then evaluates
each particle based on the fitness function, sets up pbest
for each particle and searches for the gbest. To update the
position of the particle, BBPSO uses Gaussian distribution
N (µid ,σid) with the mean µid and standard deviation σid .
µid and σid are calculated using the following Eq. 4 and
Eq. 5:

µid =
(pgd + pid)

2
(4)

σid = |pgd− pid | (5)

where:
pt

gd . . . is a position of the gbest particle in d-th dimension
pt

id . . . is a pbest (personal best) position of the i-th particle
in d-th dimension

d = 1,2, . . . ,D and D represents the number of words in the
dictionary, i = 1,2, . . . ,N, and N is the number of particles
in the swarm.

The particle is evaluated again and pbest and gbest are
updated. This process runs until a fixed number of itera-
tions is done.

4.3.3. Fitness function

The fitness function is based on simple dictionary
approach. It combines polarity values generated by
PSO/BBPSO with words in the dictionary to create a tem-
porary dictionary. The temporary dictionary classifies re-
views in the dataset. Datasets are stored in preprocessed
form. The input review is split into sentences and words.
Each word is compared with the words in the dictionary
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and if the word is found in the dictionary, the polarity value
of the sentence is updated. If the word is positive, the polar-
ity of the sentence increases and if the word is negative, the
sentence polarity decreases. This process can be described
by Eq. 6.

Ps =
ws

∑
i=1

pwi (6)

where:
Ps . . . is the sentence’s polarity
pwi . . . is the polarity of i-th word
ws . . . is a number of words in the sentence s

The polarity of the review is summed from polarities of
all sentences. The class is assigned based on the polarity
of the review. Precision and recall are calculated based on
the comparison of the system assigned classes with the gold
standard labels. A precision is calculated by Eq. 7 and it is
a ratio of correctly evaluated positive reviews (tp) to all re-
views marked by the algorithm as positive (tp + fp). A recall
is calculated by Eq. 8 and it is a ratio of correctly evaluated
positive reviews (tp) to all reviews labeled as positive (tp +
fn). The same method of calculation was used to calculate
the precision and recall for negative reviews. They are ap-
plied to calculate the F1 measure which is a harmonic mean
between precision and recall. It is be calculated by Eq. 9.

Table 2 Contingency table for precision and recall

Positive set Negative set
Positive

by algorithm
true

positive (tp)
false

positive (fp)
Negative

by algorithm
false

negative (fn)
true

negative (tn)

Precision =
t p

(t p+ f p)
(7)

Recall =
t p

(t p+ f n)
(8)

F1 =
2∗Precision∗Recall

Precision+Recall
(9)

The final values of the fitness function are derived from
the macro-F1 measure which evaluates the performance on
the unbalanced dataset. Macro-F1 is an average of F1 mea-
sures calculated for each class (Eq. 10). Thus, Marco-F1
shows the effectiveness in each class, independently of the
size of the class.

Macro−F1 =
F1(+)+F1(−)

2
(10)

where:
F1(+) . . . is the F1 measure for positive reviews
F1(−) . . . is the F1 measure for negative reviews

4.4. Combined approach

In order to adapt to a new language and classify com-
ments which do not contain words from the current dictio-
nary, the combined approach is applied. It combines dic-
tionary based approach and a machine learning method.
Dictionary-based approach classifies all reviews in the
dataset. Then the dataset is split into two subsets, re-
views classified by dictionary approach and unclassified re-
views. The classified reviews are divided into the positive
and the negative group and they are sorted from the most
positive/negative to the less positive/negative. The posi-
tive group of reviews is compared with the negative one
to find which group contains fewer comments. All reviews
from the smaller group and the same number of reviews
from the bigger group are selected to form a new balanced
dataset. This dataset is used as a training dataset from the
machine learning method. The distribution is very impor-
tant because, if we had more comments with one polarity,
it could influence the results.

The training dataset is used to calculate a probability
that the word w from the sentence s is connected with class
c (positive or negative). Thus if the word is found in the
review, the probability P, that this word w is from class c
is calculated by the simple probability method described in
formula 11. Classes assigned by the dictionary approach
are used to build a model.

P(wc) =
wc

wd
(11)

where:
P(wc) . . . the probability that the word is from class c
wc . . . the number of occurrences of word w in class c
wd . . . the number of occurrences of word w in the whole
dataset

In case that the word is not assigned to the specific class
and the probability would be zero, a method which returns
a very low number instead of zero is implemented.

After the model is built, it is used to classify the unclas-
sified reviews from the original dataset. The polarity of the
review consists of the probabilities of each word connected
to the positive and negative class. The probability is com-
puted by 12.

Psc =

ws

∑
i=1

P(wic)

ws
(12)

where:
Psc . . . the probability that sentence is from class c
∑P(wic) . . . the summed probabilities of all words from the
sentence s which are from class c
ws . . . the number of words in sentence s

The reviews are added to the positive class if the final
positive probability is higher than the negative probability
and vice-versa.
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5. EXPERIMENTS AND RESULTS

5.1. Dictionary annotation

Our approach was tested on two datasets. A Slovak
dataset contains 5242 reviews from different websites. It
consists of 2573 positive and 2669 negative comments.
Neutral comments were removed. The reviews refer to dif-
ferent domains such as electronics reviews, books reviews,
movie reviews and politics. The dataset includes 155 522
words. To compare our approach with other works, a movie
dataset [17], which contains 1000 positive and 1000 nega-
tive reviews collected from rottentomatos.com is used. The
dataset is preprocessed and it is translated to Slovak using
Google translator2. All datasets are labeled as positive or
negative manually.

Each dataset was randomly split on ratio 90:10, which
means that it is looking for an optimal solution on 90%
of the dataset and the optimal solution is validated on the
10% of unseen comments. The same subsets are applied in
all experiments, including the manually labeled dictionary.
The manually labeled dictionary was evaluated on the same
10% subset.

The performance of all versions of dictionaries was
compared and the results can be seen in Table 3.

Table 3 The comparison of F1-measures achieved by three
different versions of two dictionaries.

dictionary
Slovak
dataset

movie
dataset

big dictionary labeled manually 0.767 0.629
big dictionary labeled by PSO 0.698 0.694
big dictionary labeled by BBPSO 0.775 0.743
small dictionary labeled manually 0.501 0.679
small dictionary labeled by PSO 0.509 0.727
small dictionary labeled by BBPSO 0.528 0.738

It can be seen, that standard PSO is able to find better
values of polarity than human. Thus it outperforms human
annotator in three cases and there is only one experiment
in which human annotator achieved better results than stan-
dard PSO. The standard PSO labeled dictionary achieved
better results in three experiments: the classification of the
Slovak dataset using a small dictionary, the classification of
movie reviews using big and also a small dictionary. Then
BBPSO is applied and it achieved even better results than
standard PSO in every experiment. It significantly outper-
forms both previous types of annotation, annotation by a
human and annotation by the standard PSO.

Both dictionaries labeled by PSO and BBPSO respec-
tively, outperformed the human labeled dictionary, which is
interesting. There are several reasons for this. Human la-
beling can be biased which means it is based on intuition.
It might not work well in some cases. It is not trained in
any way and there is not any known data applied during hu-
man labeling. Our PSO based approach, which is similar to
machine learning methods works well in learning optimal
polarity values for words in the dictionary which is contra-
dictive to the normal understanding in this field.

The movie dataset is used to compare our approach with
a method described in work [21]. They achieved perfor-
mance between 68.05% (a simple sentiment analysis using
just words from the dictionary) and 76.37% (a sentiment
analysis based on additional features). Our small dictio-
nary labeled by BSO achieved performance 73.67% with
the dictionary size 220 words which represent only 3.2%
of the size of the dictionary (6793 words) proposed in the
work by Taboada [21].

5.2. Combined approach

The combined approach was tested on the Slovak
dataset. In this case, the dataset was split into two parts.
The reviews labeled by dictionary approach created a train-
ing dataset and unclassified reviews created a testing set.
The training dataset was balanced to equal number positive
and negative reviews and it was used to build a probability
model. The model was applied to testing dataset and the
results can be seen in Table 4 and Table 5.

Table 4 The comparison of different approaches for opinion
analysis using the big dictionary.

Approach F1(+) F1(-) Macro F1
human dict. without CA 0.740 0.645 0.694
human dict. with CA 0.852 0.826 0.839
PSO dict. without CA 0.717 0.608 0.663
PSO dict. with CA 0.847 0.821 0.834
BBPSO dict. without CA 0.743 0.667 0.705
BBPSO dict. with CA 0.869 0.860 0.865

Table 5 The comparison of different approaches for opinion
analysis using the small dictionary.

Approach F1(+) F1(-) Macro F1
human dict. without CA 0.590 0.400 0.495
human dict. with CA 0.836 0.813 0.825
PSO dict. without CA 0.589 0.407 0.498
PSO dict. with CA 0.840 0.828 0.834
BBPSO dict. without CA 0.595 0.421 0.508
BBPSO dict. with CA 0.847 0.834 0.841

These results show that the unclassified comments de-
grade the performance. The macro F1 measure with unclas-
sified reviews was around 0.694 using the big dictionary
and 0.495 using the small dictionary. The original dictio-
nary approach using the big dictionary was not able to clas-
sify 18%. The combined approach using the big dictionary
classified 99.8%. The original dictionary approach using
the small dictionary unclassified 40.2% and the combined
approach using the small dictionary classified 99.7%. The
results show that the combined approaches achieved better
results in every experiment. It can be seen that dictionaries
annotated by PSO and BBPSO achieved better results, be-
cause they provided slightly better results using dictionary
approach.

2https://translate.google.sk/
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6. CONCLUSION

Sentiment analysis in the minor languages using dictio-
nary approach is not simple and requires a lot of human
effort to prepare a good source of information, especially
a dictionary. In this paper, an automated method for dic-
tionary annotation is proposed. It uses optimization al-
gorithms, such as Particle swarm optimization (PSO) and
Bare-bones particle swarm optimization (BBPSO), to find
optimal values of polarity for words in the dictionary. Then
the combined approach is applied to adapt the dictionary
and classify unclassified reviews from the dataset. Two dic-
tionaries were created, to prove a better performance of the
dictionary which was annotated by PSO or BBPSO respec-
tively. The dictionaries annotated by the optimization algo-
rithms outperformed the dictionary annotated by a human
and provided better knowledge for the combined approach.
In next stage, the combined approach built a probability
model which was able to classify the reviews that did not
contain words from the dictionary and reduced the number
of unclassified reviews from 18% and 40.2%, respectively
to 0.3%.
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