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ABSTRACT 
With the development of IoT techniques, it become easier to collect users’ action data. By analyzing and using those data, 

consumers and producers will mutually exchange their intelligence and better customize product development processes. This study 
focuses on the users’ daily life, examines a proposed system using sensor shoes with several sensor devices embedded in the insoles, 
collecting action data of users, extracting their action features, and then issuing some advice to help users train more efficiently. As 
described herein, a service model uses a backpropagation (BP) network to distinguish users' actions and to extract their action 
features using Self-organization Map from the presented sensing data. Experiments to confirm the feasibility of the proposed 
methods are undertaken. With the former result indicating an overall accuracy of 89.61% in distinction of 5 actions: sit, stand, walk, 
run and jump. The latter results showing that SOM is helpful to classify action feature in detail. After the analysing parameters of 
each cluster numbers, it is possible to make the action feature visualized by providing a colored cluster map, which makes it easier to 
compare train periods. Results also show the potential of utilization of data collected by devices to provide personal service. 
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1. INTRODUCTION 

Along with the progression of IoT (Internet of Things) 
technology studies, an increasing number of connected 
devices developed in a larger resources space, it is 
possible to improve human intelligence, which can also 
help in improving capabilities [1]. Concurrently, richer 
lives require an abundance of products and services. With 
the popularization of information and communication 
technology (ICT), it has become much easier to obtain 
more and more various information than ever before.  

As one of the beneficiaries of these progression, 
consumers tend to choose products or services that are 
suitable for themselves more freely than before [2], which 
can raise the question of how to produce the most suitable 
products or services for consumers with different lifestyles. 
To ascertain consumers’ changing needs, accumulating 
consumers’ historical data showing their motivations and 
then exploiting needs from the historical data and 
providing services are expected to be necessary. In service 
engineering domain, from studies with themes such as 
individual services, system design for service model 
construction, sports science and health sciences have 
gradually gained in value from 2000[3]–[4].  

Return to the topic of communication among the human, 
devices and internet. In recent years, development of IoT 
technology makes it possible to acquire users’ personal 
data. The phrase “Internet of Things,” (IoT) was first 
coined by Kevin Ashton in 1999 in the context of supply 
chain management [5]. Subsequently with the 
popularization of cloud computing technology is used 
with sensor devices [6]. Earlier, researchers had been 
aware of the concept of “connecting thing together”. Mark 
Weiser also presented a smart environment of people’s 
daily life through this concept [7]. Computers have 
become much more widely used since then, and have 
become useful anywhere and anytime. Embedding 
computer technology seamlessly in daily life, defined as 
ubiquitous computing, was undertaken and examined in 
various studies simultaneously. As a result, the number of 

connected devices exceeded the world population in 
2011[8]. Although the definition of “things” has changed 
with the development of technology, the target of 
developing a computer that is independent from human 
beings with the capability of sense information and 
decision-making function will not change. 

 Beyond that, one of the implications of IoT system 
implementation is the changing role of customers, which 
becoming more active and connected, customers can now 
generate critical information about their behaviour and 
choices, which can be recorded in real time [9]. To 
customize products using personal data collected by IoT 
devices, product development has become a co-creation 
process involving producers and consumers.      

Regarding studies of IoT technology utilization, 
anthropometric measurements—used in sports medicine 
and health science domains—have become used 
increasingly for application including the development of 
lives [10]–[11]. Applied researches with the aim that 
monitoring of human movement [12]–[13] or classifying 
of human movement for ambulatory monitoring [14]. 
Such researches were implemented by the utilization of 
IoT devices and obtained high accuracy in movement 
distinction or classification, which also showing the 
potential in public health care service under the 
background of global aging population. However, further 
applications of these results are expected, for instance, the 
wellbeing or supporting for the general population through 
their daily life.  

Studies relating to the wellbeing or expansion of life, 
the Haptic Design project [15], with the theme of “body 
experience in the first person”, specifically examined 
improvement of user happiness by sharing or expanding 
tactus information, or by designing an immersive 
environment for consumers [16]. Such studies devote 
attention to producing much better product experiences, 
but a great deal of discussions arises about the related data. 
Because IoT devices can also collect data of different 
kinds, a more important task is how to process data 
correctly and efficiently [17]. Collecting as much data as 
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possible is important, but little or no improvement can 
come from merely collecting a huge amount of data 
without analyzing or using it. 

  In the light of such findings, this study specifically 
examines design of a support service for daily life with 
consideration of utilization of the sensor data collected 
from a user. 

  A pair of sensor shoes [18] is used to collect a user’s 
daily data. As mentioned above, many types of wearable 
sensors are utilized for collect user’s action data. However, 
in most situations, a user’s motivation is restricted in some 
degree by the position of sensors. The most common 
position is the waist using a triaxial accelerometer or 
others acceleration signal [14][19][20]. Since shoes are 
necessities of life, they can accumulate user action data 
easily. Moreover, it is possible for a user to spend daily 
life unconscious of sensors embedded in an insole. Such 
sensors are likely to reveal a user’s demands and 
difficulties that a user might not be aware of in daily life. 
Embedded in an insole of a shoe could be an acceleration 
sensor, an angular velocity sensor, a geomagnetism sensor, 
and pressure sensors at three positions of the foot, along 
with a battery. Every sensor connects with a smartphone 
and sends sensor information by Bluetooth. Through the 
application algorithm installed in the smartphone, the 
user’s acceleration, angular velocity, pressure at three 
positions, and other parameters are calculated and are then 
shown in the interface. 

This study is unique. At the first, it explores about the 
using of sensing data collected by IoT devices and makes 
the data participate in the service design instead of only 
collecting and displaying. Secondly, this study starts from 
a new perspective which has few previous published 
literatures illustrates about the application of 
anthropometric measurements in the support of public 
daily life. In addition, the employment of the sensor shoes 
is also a new attempt. With the advantages described in 
the previous, the outcome is eagerly anticipated. 

The paper is organized as follows: the next section 
explains objective and proposed service. In Section III, 
methods to implement proposed model are presented. In 
Section VI, computational experiments are described and 
results are demonstrated. Finally, conclusions and future 
work are discussed. 

2. OBJECTIVE AND PROPOSAL 

2.1. Objective 

This research is aimed at the design of a service that 
gives advice for training by distinguishing a user’s actions 
and extracting the actions features based on the user’s 
action history data collected by sensor shoes. 

2.2. Proposed service 

Considering a service that records and collects action 
history data, a user who trains with sensor shoes has 
action features and difficulties that can be improved by 
comparison to previously set goal data. A user can then 
train much more efficiently at places not restricted to a 
gym. This report specifically describes training support 
service implementation. 

 

A schematic diagram of the system is depicted in Fig. 
1. Acceleration data, geomagnetism data, pressure data 
and other parameters are sent to the smartphone through 
Bluetooth in real time since a user wear the sensor shoe, 
and are saved in phone storage. A local computer is used 
to receive and analyze these sensor data, after the data 
mining, the action feature of user and some advices of 
target action are expected to be output and shown to user. 

Because the movement state is not the same every time 
a user trains, recording various movement states is 
important for further analysis. The flow of the proposed 
service is the following. 

 Goal setting: A user trains with a coach, records 
the sensing data, visualizes the action features by 
data mining, then sets a goal. 

 Training: A user trains without a coach, 
accumulates sensing data, then extracts and 
visualizes the action features by data mining. 

 Advising: The system compares results of training 
scores and advises a user to achieve the goal data. 

 Goal data updating: A user who achieves the goal 
trains again with coach to update the goal data. 

 

Fig. 1  Schematic diagram of the system 

2.3. Proposed model 

A model of training support service conducted in the 
local computer is depicted in Fig. 2, which consists of a 
calibration phase and training phase.  

 Step 1:  Calibration phase. Record various action 
data of a user as training data and train a network 
for distinguishing actions. 

 Step 2-1: Training phase. Train with coach to set 
the goal data. A user trains according to the 
coach’s instructions. Use the trained network in 
Step 1 to extract the target action data collected 
by sensor shoes from sensing data of each 
training bout. Use machine learning for data 
mining. Extract action features. Visualize goal 
data. 

 Step 2-2: Train without coach while providing 
services. In this step, a user trains without a 
coach. Accumulate action data of each training 
bout and visualize action features. Compare the 
action features of each training bout and provide 
advice to approach the goal efficiently. 
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Fig. 2  Proposed model 

3. METHODS 

Machine learning will be used to implement data 
mining. In machine learning, sample datasets are input 
from sensors, databases, etc. and are analyzed. From those 
data, useful rules, knowledge representation, judgment 
criteria are extracted to develop algorithms [21]. 
Regarding studies also show that machine learning plays a 
powerful role in movement classifying and even pattern 
recognition such as Support Vector Machine 
(SVM)[14][22] and Long Short-Term Memory 
(LSTM)[23]. 

Considering that the proposed model has a 
characteristic by which the action varies from person to 
person, distinguishing the actions of individual users 
correctly is necessary. This research uses supervised 
learning at the calibration phase. A user performs actions 
that may be done in training with the consciousness of 
“collect correct training data” to collect training data for 
training the network. In addition, as support for training, it 
is important to classify details of a user’s sensor data, 
analyze them, and record action features. Therefore, this 
research uses unsupervised learning for feature extraction 
in step 2. The network automatically records and learns 
various action features when the user trains. 

3.1. Action distinction using Neural Network 

In step 1, this paper specifically examines jogging 
training. Sensing data of actions of five types will be 
collected for standing, sitting, walking, jumping and 
running. Then supervised learning will be used to train the 
network. Subsequently, the actions of new sensing data 
are distinguished based on the trained network. Target 
action data are extracted and used for the next step.  

  

Fig. 3  Network with BP algorithm 

A neural network with a backpropagation (BP) 
algorithm will be used to distinguish actions. BP is a 
neural network algorithm that corrects weights and biases 
by comparing training data and output [24]–[25]. As Fig. 
3 shows, the network has an input layer, a hidden layer 
and an output layer. Neurons exist in each layer. The 
entire network is configured by connecting neurons. 
Weight w is calculated based on the importance of the 
input signal and that of the error signal. Then it is updated 
in the hidden layer.  

Common BP algorithm can be described as shown 
below. 

A) Initial setting of each parameter. 
B) Input training data. 
C) Calculate the values of nodes in the hidden layer 

and output layer. 
D) Verify the gradient of the error to judge if 

learning has ended. If the condition is satisfied, 
then the value of the weight vector is determined 
and learning is ended. Otherwise the parameters 
are updated by backward propagation. 

E) Calculate the error value 
F) Minimize the value of error by gradient descent 
G) Update the values of weight and bias; return to 

(C). 

  
Fig. 4  BP algorithm 
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In the input layer, 10-dimensional data are used for 

each neuron:   
 
t:   point in time 
a:   left/right foot 
ܾ, c, d:   acceleration axis x–z. 
݁, f, g: angular velocity axis x–z. 
h, k, l: pressures of heel, big toe, and little toe 

positions. 
 
Weights between the input layer, hidden layer, and 

output layer are defined as wij, wjk. Outputs of the hidden 
layer and output layer are defined as Hj and Ok. 

 
In the output layer, output is defined as shown below. 
Yi  =   (stand)  [1 0 0 0 0] 

ሺwalkሻ [0 1 0 0 0] 
 ሺrunሻ [0 0 1 0 0] 
 ሺsitሻ [0 0 0 1 0] 
        ሺjumpሻ [0 0 0 0 1]   

 
A sigmoid function is used as an activation function:  
 
 

 
Error is calculated as 
 

 

 
where Yk and Ok respectively denote the expected 

result and output. Gradient descent is used to make E least. 

3.2. Feature extraction using self-organizing map 

Self-organizing Map (SOM) will be used for feature 
extraction to implement goal data setting and advising 
steps. SOM is a kind of unsupervised learning neural 
network proposed by Teuvo Kohonen [26] consisting of 
two layers: an input layer and an output layer. Input layer 
Nin has n-dimensional numerical data. Output layer Nout 
has nodes arranged in n-dimensional space. A weight 
vector wnm is attached to each node. SOM is trained by 
updating weight vectors. Fig. 5 depicts the construction of 
a common SOM network. 

 

  
 

Fig. 5  Self-Organizing Map 
 
 Because the dimensions of the node arrangement of 

the output layer can be set freely, one can visualize the 

relation between the data by arranging the nodes in low 
dimensions and learning complex high dimensional data. 

In the input layer, after a sample is selected randomly, 
its weight and distance between every neuron in the input 
layer are calculated. The most similar neuron can be 
chosen as a winner node. Subsequently neuron weights 
around the winner node will be  updated. As  described  in  

 
this paper, a 10-dimensional data       as section III-A are 
also used for each neuron in the input layer. 
 

The algorithm can be described as explained below: 

A) Initial setting of each parameter. 
B) Input sample data  .     .   
C) Set the neighbour radius Nj*. 
D) Decide the winner node j*. 
E) Update the weights. 
Fሻ If learning coefficient η arrive the set value, then 

finish the process; otherwise return to (C).	

 

 
 

Fig. 6  Algorithm of SOM 

4. EXPERIMENTS 

4.1. Action distinction 

In this section, an experiment is conducted to consider 
the accuracy of the action distinction method using a BP 
algorithm. The experimental condition is the following. 

The user performs sitting, standing, walking, running, 
and jumping actions for 2 min each to collect sensing data. 
The measurement frequency of sensors is 10Hz, data of 
both feet are integrated. 2400 sensing data are collected 
for each action. Then 500 samples are extracted 
continuously from them randomly. Data extracted in each 
action are combined to form a matrix comprising 2500 
columns and 10 rows. 

Since each parameter of action has a period, in this 
experiment, training data was created by the integration of 
sensor data in 0.1s, 0.5s and 1.0s period, with size of each 
matrix was 2500 columns and 20 rows, 50 columns and 
100 rows, 25 columns and 200 rows. 
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End condition of learning by validation verification: 
As described in this paper, if the gradient of the error does 
not change after six consecutive iterations, then learning is 
terminated to suppress over-learning. 

Meanwhile, variable hidden layer node number was 
used to training the network. Number of hidden layer node 
and the average accuracy of training data in 3 period when 
the test accuracy was reaching convergence is shown in 
Table 1.  

In the result table, the best average test accuracy is 
89.62% with the period 0.1s, which also had the 
smoothest convergence curve showed in Fig. 7. Although 
the training data in period of 0.5s and 1.0a got higher 
training accuracy, the test of accuracy was less than 
satisfaction, especially the test accuracy of walk and run 
had large fluctuation from 37.5~100%. Nevertheless, this 
experiment had limited training data, increasing the 
quantity of training data or set a much more fixed time 
series cycle are regarded as improving the accuracy. 

 
Table 1  Result of NN 

 

 

 

 
 
 

Fig. 7  Convergence curve of training data in period of 0.1s 

4.2. Feature extraction 

This section describes investigation of the 
effectiveness of the proposed method. Also, we conduct 
three experiments to assess action feature analysis by 
SOM. First, experiment 1 is designed to ascertain whether 
the user’s action can be inferred from the cluster results. 
Experiment 2 is designed to investigate different states of 
the same action of one user. Finally, experiment 3 is 
designed to examine whether differences between the 
states of the same action of multiple users can be 
discriminated by cluster results. The conditions of the 
respective experiments are explained below. 

 Experiment 1: The user wears sensor shoes and 
performs various actions to collect sensing data. 
About 3 min of walking action data are extracted 
as training data.  

 Experiment 2: The user jogs about 2 min 
according to the instructions of a coach. Sensing 
data are collected and used as learning data 
(coach data). Subsequently, a user jogs about 2 
min independently, collects sensing data, and 
uses the data as learning data (training data).  

 Experiment 3: Two users jog the same distance. 
Collect sensing data and use it as learning data 
called data A and data B. 

1) Experiment for action state inference based on cluster 
results 

Results of clustering based on 2400 action data are 
obtained using Matlab SOM tools, as shown in Fig. 8. On 
the cluster map, the neurons are at the centre of each 
cluster.  The area of the blue part indicates the number of 
data assigned to the respective clusters. 

 

 
 

Fig. 8 Clustered data 
 
Analyses of action features are based on mean values 

of each sensing data parameter. First, according to the 
pressure on the heel, the little toe and the big toe’s 
position of each cluster’s data, the user’s action state is 
classified as a “foot is landing condition” or “foot is away 
from the ground condition”. 

 

 Condition of landing 

Based on the magnitude of the pressure value at each 
position, the landing site is classified as “heel” or “toe”. In 
addition, use of the z acceleration value can imply the 
weight of landing. 

 

 Condition of foot above from the ground 

In this condition, the pressure at each position is 
almost zero. Therefore, it is better to examine the 
acceleration specifically. According to the values of 
acceleration x and y axes, data are classified into three 
conditions: “putting down the foot”, “lifting the foot” and 
“passing the zenith”. Next, while referring to the z-axis 
acceleration values and the angular velocity, the 
momentum of walking and other detailed features can be 
inferred. The average value of each parameter calculated 
in each cluster is shown in Table 2: the so-called feature 
table. 

In the feature table, if data of only one foot are 
classified into a cluster, then an L or R is appended after 
the cluster number in the first line. The state shown in the 
second line is described with 1 and 0, signifying 
“condition of landing” and “condition of foot away from 
the ground”. 

period 
input 
node 

hidden 
node 

training 
accuracy 

test 
accuracy 

0.1 20 55 94.07% 89.62% 
0.5 100 200 97.31% 84.02% 
1 200 280 100% 74.23% 
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Fig. 9  Conditions of foot away from the ground 

 
 

 
Based on the feature table, the coloring of cluster 

results is shown in Fig. 10. Yellow represents the landing 
condition. The darker cluster shows that the heel pressure 
is greater. The lighter cluster shows that the toe pressure is 
greater. Blue represents “putting down the foot”. Also, 
lighter colour show smaller x direction acceleration. 
Purple shows “lifting of the foot”, with lighter colours 
representing smaller x direction acceleration. The other 
conditions are shown in transparent colour. Features of 
walking can be investigated. Similar conditions are 
colored similarly based on the table. Results shows that 
clusters with similar conditions are assigned in the near 
place. Therefore, one can use SOM to analyse a user’s 
action features.  

 

 
 

Fig. 10  Colored cluster result of Experiment 1 

2) Experiments to assess action states from one user 

The colored cluster results of 1412 training data and 
1340 coach data using SOM are shown in Fig. 11. 
Regarding training data, the data classified as being in the 
heel on the ground condition account for 4.75% of the 

total number of data classified in a condition of landing. 
However, regarding the coach data, the data classified in 
the heel on the ground condition account for 10.15% of 
the total number of data classified in the condition of 
landing. Therefore, one can speculate that a user who 
trains according to a certain style will often land on the 
toes. When the foot is away from the ground, the pressure 
and z acceleration values are lager when a user trains with 
a coach. Therefore, if a user trains independently, the 
momentum of the action might be smaller. Therefore, 
some advice can be proposed: “Land by the heel more if 
you want to achieve the goal efficiently. 

 

3) Experiment on comparing action states of multiple 
users 

 
The colored cluster results of 1371 data A and 1177 

data B using SOM are shown in Fig. 12. Regarding the 
condition of the foot landing, it can be speculated that user 
A lands more often than user B because user A occupies 
62.71% and user B occupies 81.44% of the total number 
of data. Furthermore, the ratio of the number of data for 
lifting the foot when the foot is away from the ground is 
63.86% for A and 51.73% for B. It can be speculated that 
user A takes more time for lifting of the foot than user B. 
Consequently, SOM can suggest different features of the 
same action of multiple users. 

 

 
 

Fig. 11  Colored cluster results of coach data (left) and training 
data (right) 

 

 
 

Fig. 12  Colored cluster results of data A (left) and data B 
(right) 

       Cluster
parameter

1 2 3 4 5R 6 7 8 9R 10R 11 12 13L 14L 15 16

number 171 90 56 108 27 29 95 62 252 209 517 127 90 95 249 223

condition 1 1 0 0 1 0 0 0 1 1 1 0 1 1 0 0

accel x L-0.77, R-1.97 -0.48 41.59 2.84 -0.15 33.51 -12.53 -82.74 -0.56 -0.15 -1.02 -22.79 -0.84 -0.18 8.37 5.11

accel y L-1.91, R7.24 0.76 L18.51, R-11 1.81 0.04 -1.68 2.43 4.89 0.65 0.33 0.8 1.04 0.26 1.24 -0.16 2.81

accel z 24.89 16.73 42.13 64.83 17.33 -96.86 23.38 28.34 19.75 19.83 16 41.56 21.68 21.2 9.81 25.46

gyro x L-6.42, R2.62 -0.27 1.85 -5.18 0.26 -11.07 1.14 L-3.57, R7.72 -0.89 -0.11 0.63 3.72 -1.2 -2.73 L10.02,R-5.85 L10.58, R-6.78

gyro y 20.44 1.88 64.07 62.6 0.89 33.17 33.49 L-2.77, R-5.41 5.98 4.69 0.14 -41.61 9.58 10.88 -26.03 44.12

gyro z L4.42, R-19.31 -0.69 L-30.5, R7.19 -2.82 -1.07 -3.48 -3.73 L4.17, R-5.94 -1.04 -1.01 -0.62 7.26 -0.93 -1.54 L6.94, R0.54 L4.64, R-2.98

heel 104.61 54.32 0 0 60.7 9.93 0.38 0 0.21 1.69 1.33 0 0 0.32 0 0

little toe 0 0 0 0 68.37 0 1.54 0 107.81 75.84 1.56 0 46.31 5.64 0 0

big toe 0 0 0 0 1.52 0 1.96 0 42.08 9.63 3 0 99.89 75.15 0 0

Table 2  Feature table 
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The result of experiments above indicates the 
possibility of using SOM to classify and infer the user’s 
action. Since the cluster position is fluid in every learning 
result, the doubt that whether the results of clustering is 
reliable or not. A subsidiary experiment was conducted to 
investigate the reliability of the cluster position in each 
changing learning result. 
 

 
 

Fig. 13  Colored cluster results of training data in three times 
 
Three colored cluster results of 1412 training data 

which was used in experiment 2) using SOM are shown in 
Fig. 13. As before, yellow represents the landing condition 
and purple shows “lifting of the foot”. Regarding the 
position distribution of clusters in each result, it is 
obviously that every time has a similar distribution, even 
the adjacent clusters have not seemed to change much. 
Although there are slight changes in the number of data 
assigned to the respective clusters, the method is also 
feasible.  

5. CONCLUSIONS 

In action distinction, although one can distinguish 
actions by sensing data from one user using the BP 
algorithm, the accuracy is still unsatisfactory. Therefore, it 
is necessary to improve the data processing or algorithm 
itself. In feature analysis, one can infer a user’s action 
state from cluster results obtained using SOM. Then one 
can investigate each cluster’s feature. Moreover, one can 
compare different states of the same action of one user 
from extracted features, making it possible to propose 
advice to support efficient training. However, the advices 
proposed at present are manually judged, future studies 
should attempt to implement the advising by algorithm 
itself. 
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