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ABSTRACT 

This article deals with the implementation and experimental verification of the suitability of the TinyIPFIX protocol for data 

transmission in the Internet of Things environment. The work was devoted to the creation of three main components, namely TinyIPFIX 

exporter, collector, and mediator. The implementation of these tools made it possible to extend the possibility of monitoring a common 

network with an IoT environment. The experiments confirmed the success of the implementation of the protocol based on standards 

and pointed out the suitability of the implementation of the TinyIPFIX protocol mainly due to its optimized processes, which save up 

to 72% of bandwidth consumption compared to the IPFIX protocol when transmitting one data unit. Thanks to the modular approach 

during implementation, it is possible to deploy the protocol in the environment regardless of the transport technology. The created 

solution can therefore also be used in UAV sensor networks. 
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1. INTRODUCTION 

The Internet of Things environment is a limited 

environment that consists of a number of different devices 

whitch use different technologies and protocols [1]. These 

are usually simple devices that have several constraints [2] 

like limited amount of electricity, computing and storage 

resources and, last but not least, a limited amount of 

bandwidth for data transmission. The latter fact is mainly 

related to the fact that communication, which consists of 

either sending data or receiving data, consumes 

considerable energy and therefore it is necessary to keep 

the time required for communication to a minimum. A 

small amount of time to send and receive data, in turn, 

requires the use of communication protocols that can 

operate in a gentle mode. It is ideal to use protocols that do 

not maintain a connection.  

Another problem in the IoT environment is the lack of 

standardization, which is because there are a large number 

of manufacturers of IoT devices, where each implements 

its own protocols, which are often not compatible with 

devices from other manufacturers. Since our research aims 

to extend the possibility of monitoring a common network 

to the IoT environment, it is important to have tools that can 

transmit data from the entire IoT environment in an 

efficient and standardized way. Tools should use a protocol 

that can transmit mainly statistics on devices, data flows 

and, ideally, common data in an efficient way, and should 

be a protocol that can be used to transmit data on common 

networks to interconnect various monitored domains. The 

analysis showed that the TinyIPFIX protocol could be 

considered the most suitable protocol to 

meet these requirements. The content of this publication 

is an overview of the tools we have created and experiments 

performed to verify the correct implementation of the 

TinyIPFIX protocol for IoT devices and to confirm the 

suitability of this protocol for the transmission of 

information in the IoT. 

2. PROTOCOLS FOR THE TRANSMISSION OF 

DATA FLOW INFORMATION 

Traditional networks use the proprietary NetFlow 

protocol and the open IPFIX standard to transmit data about 

data flows. TinyIPFIX is a simplified version of IPFIX for 

restricted environments. Both protocols are adapted to be 

able to transmit various statistics, which can be used to 

identify devices and to describe the properties and 

characteristics of the data streams they transmit. Most 

commonly, data such as source and destination IP address, 

source, and destination port of the OSI model transport 

layer, and the protocol number used are used to identify the 

data flow. Subsequently, the data characterizing the data 

flow are most often the number of transmitted packets, the 

number of bytes transmitted, and the duration of the 

communication. A detailed description of the IPFIX 

protocol can be found in the RFC 7011 standard [3]. 

 
Fig. 1  General Architecture for the IPFIX exporter 
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Several research have been conducted on architectures 

for capturing data, creating data streams, and collecting 

qualitative data about them, while the general architecture 

for the IPFIX exporter can be seen in the Fig. 1 which can 

also be found in publications [6].  

Each protocol for the transmission of data on data flows 

has two main parts, namely the process of export and data 

collection. The data export process is usually located on a 

limited IoT device from which the data needs to be sent and 

the data collection process can be found according to the 

architecture in several places, e.g., another IoT device, IoT 

gateway, or server designated for that.  

The general architecture based on standard definition in 

RFC 8272 [4] describing the TinyIPFIX protocol can be 

found in Fig. 2. 

 

 

Fig. 2  General architecture of the TinyIPFIX protocol 

The IPFIX and TinyIPFIX protocols also allow the 

implementation of a mediation process, which is a key 

element in enabling mutual communication between 

multiple domains. The mediation process allows for two 

main functions. The first is the transparent transfer of data 

from one observed domain to another without changing the 

format and content of the data. The second is mediation, 

which allows to receive data in TinyIPFIX format and send 

it in IPFIX format. It is the type of mediation that is key to 

extending the monitoring of common networks to the IoT 

environment. 

Both protocols, IPFIX and TinyIPFXI, are used to 

transmit data about data streams. The protocols are based 

on the principle of sending templates, which define the 

meaning of later transmitted data and on the sending of the 

data itself. The collector saves the received template and 

interprets the following received data based on it. The only 

difference in the protocols is the header optimization in the 

TinyIPFIX protocol. The basic concept remains the same 

due to the mutual compatibility of protocols. 

3. EXPERIMENTS WITH DATAFLOW 

TRANSMISSION FROM IOT ENVIRONMENT 

TO MONITORING SYSTEM 

One of the first experiments related to the 

implementation of the TinyIPFIX protocol for data 

transmission was published in the article [7]. There are 

several implementations of this protocol, but they are 

proprietary solutions. The main goal of our work is to create 

three tools, namely collector, export and mediator, which 

would have open code that could be used for many other 

experiments with monitoring the IoT environment.  

 

The implementation of the exporter was realized for 

three IoT platforms, namely Arduino, Raspberry Pi and 

LoRa gateway, which was used for experimental 

verification of the possibility of data transfer of the 

TinyIPFIX protocol from IoT devices. However, the main 

benefit of this work is the implementation of a universal 

collector, which also includes the functionality of a 

mediator that provide mediation between TinyIPFIX and 

IPFIX data format. Experiments to verify the correctness of 

the implementation were performed based on the following 

architecture shown in Fig. 3. 

 

 

 

Fig. 3  Architecture for experiments 

The experiment scenario consists of the following steps. 

 

1. Start the export process on IoT devices (Arduino, 

Raspberry Pi, LoRa device), starting the universal 

collector and mediator on the LoRa gateway, 

starting the IPFixCol2 collector on a Linux device. 

  

2. Create a file containing data about data flows 

stored in JSON format and save it to the IoT device.  

 

3. Link the export process to the source file created in 

the previous step. Sending read data in TinyIPFIX 

format to the universal collector.  

 

4. Receiving and storing data on a universal collector. 

 

5. On the universal colector connect the collection 

process with the mediation process and sending of 

data in IPFIX format to an IPFIX collector 

IPFIXCol2 located in a common network. 

 

6. Data storage on the IPFIXCol2 collector. 

 

7. Comparison of the original data created in step two 

with the data stored on our universal collector and 

on the IPFIXCol2 collector. 

 

The experiments confirmed the correctness of the 

implementation of the protocols by the fact that there was 

no change in the content of the data during the export 

process, collection on the universal collector or after the 

mediation process. The success of the implementation is 

also confirmed by the record from the Wireshark tool, 

which recognized the IPFIX data sent from the universal 

collector, as can be seen in Fig. 4. 
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Fig. 4  Output from Wireshark tool 

As can be seen, the successful identification of the 

protocol and the display of the transmitted data without an 

error message in the correct format confirms the correct 

implementation exactly according to the RFC 7011 

standard. However, by using the organization number, it is 

possible to transfer any data, which was confirmed by other 

experiments. 

Table 1  Comparasion of TinyIPFIX and IPFIX bandwidth 
conspumtion 

 
IPFIX TinyIPFIX 

Header 128b (16B) Min: 24b (3B) 

Max: 40b (5B) 

Set Header 32b (4B) 16b (2B) 

Template Header 32b (4B) 15b 

Specificator Field 64b (8B) 64b (8B) 

 
Template 

Total 192b (24B) Min: 56b (7B) 

Max: 72b (9B) 

Saving  Min: 120b (15B) 

Max: 136b 

(17B) 

 
Data 

Total 160b (20B) Min: 40b (5B) 

Max: 56b (7B) 

Saving  Min: 104b (13B) 

Max: 120b 

(15B) 

 

As can be seen from the table above, using the 

TinyIPFIX protocol can save up to 17B when transmitting 

a template that defines the meaning of data and 15B when 

transmitting the content of transmitted data, which 

represents a significant saving of bandwidth consumption 

for IoT devices. This fact clearly confirms the suitability of 

the TinyIPFIX protocol for use in data transport in the IoT 

environment. 

4. CONCLUSIONS 

Based on the performed experiments, it can be argued 

that the implementation of the tools of the exporter, 

collector, and mediator to support the TinyIPFIX protocol 

for the IoT environment was successful. This demonstrates 

the successful data transfer without modification from the 

device in the IoT environment to the monitoring device 

located in a normal network environment. The experiments 

also confirmed a significant saving of bandwidth 

consumption, where the TinyIPFIX protocol can save 

bandwidth in the range of 63 - 72%. Thanks to the 

implementation of the TinyIPFIX protocol for common 

Linux systems, it is possible to continue research by 

carrying out several other experiments that could contribute 

to the creation of effective monitoring tools for common 

network environments, where they could significantly save 

bandwidth and thus improve conditions for quality of 

service. 
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